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ABSTRACT

The Industrial Era 5.0 has made many positive and negative changes in various sectors, one of the negative impacts is
the agricultural sector related to the lower portion of young farmers so that it must be a serious concern for the
government in future agricultural development programs, especially in agricultural base areas such as in Pasuruan
Regency. This situation encourages the importance of finding solutions to realize the regeneration of farmers. This study
aims to analyze the transformation between generations of agricultural workers in Pasuruan Regency through the
Marcov Chain model approach. The final result of this study is the analysis of transformations between generations of
agricultural workers in Pasuruan Regency so that it can be used as a basis for formulating future policies for better
future generations of agriculture.
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1. INTRODUCTION

Indonesia is a country that has abundant natural resources, so it is necessary to optimize one of them in the agricultural
sector so that adequate and qualified human resources (HR) are needed. One of the problems of agricultural development
in Indonesia today is related to the adequacy of human resources. The interest of the younger generation to engage in
agriculture is decreasing. The tendency of young farmers to leave the agricultural sector is influenced by the rate of
urbanization and migration (Anwarudin et al., 2020). The push factor (push factor) is the mobility of young farmers from
rural to urban areas and prefers to become workers abroad due to weak socio-economic living conditions and limited
education (Arvianti & et al., 2015)(Fikriman, 2017).

Families are unable to fulfill their daily needs, so there is a tendency to migrate to cities and become migrant workers.
This resulted in the shift of work of young farmers to the non-agricultural sector (factory workers or service sector workers).
Disinterest in the world of agriculture which can hinder economic development due to higher and more certain income than
working in the agricultural sector (Susilowati, 2016).

The Industrial Period 5.0, which was marked by the development of technology, fascinated people so that not a few left
their farming jobs and turned to industries that were considered promising and even sold many of their fields, people
thought that the agricultural world was no longer promising, resulting in reduced supply of agricultural products resulting
in imports. and the high cost of agricultural products, with this phenomenon there is a need for research related to the
transformation between generations of agricultural workers in Pasuruan Regency as an effort to analyze the transformation
between generations of agricultural workers so that the results of this research can be used as a basis for formulating future
policies for better future generations of agriculture (Yodfiatfinda, 2018)(Adisel, 2015).

Markov Chains

Markov Chains is a mathematical technique commonly used for modeling various systems and business processes (Holmes
et al., 2022). This technique can be used to predict future changes in dynamic variables on the basis of changes in these
dynamic variables in the past. This technique can also be used to analyze future events mathematically (Rens et al.,
2022)(Vourdas, 2022). The Markovm Chain Model was invented by a Russian expert named A.A. Markov in 1906 (Mas’ud,
2019).

The Markov process is a stochastic process {X,,t=0,1, 2,..}. Possible value of X, is finite or countable. If X; = i, then
the process is said to be at state-i. When the process is at state-i then it will move to state-j with opportunity Pij, when Pij
does not depend on ¢. In other words, if:

P{Xia=1] ‘ Xo=1, Xy =l Xy =iy, X =g}

=P{X1=1] ‘Xt =i}= Pij
1)
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For all state io, i1, . . ., ir-1, i, j, and all ¢ = 0, Then the stochastic process is called Stasioner Markov Chain. From Equation
(1) it can be interpreted that: for a Markov chain, the probability of future events X:+1, just depends on what's happening
now X;. This is called a Markovian trait. This Markovian trait states that the probability of a future "state", provided the
past "state", and state at the moment X L= 1s independent to events in the past and only depends on the current state
(Yakovyna & Symets, 2021)(Sanchez-Barroso et al., 2021).

Transition Opportunity Matrix

One of the main characteristics of the Markov chain is its transition opportunities. The transition probability describes the
probability of moving from one state to another (Khadijat et al., 2021). In other words, it describes the probability of a
process being in one state if the state of the process is known at one time in advance (Jia et al., 2021)(Sylvester, 2022).
Mathematically, the probability of the transition can be written as follows:

P*X,, = |X, =i} n20, i,j>0 2

The conditional probability of Equation (2) is said to be the transition probability. With i and j each represents the current
state of the process ¢ and ¢+1. If a Markov chain is known {X, =t=0,1,..} with space state {0,1,...,s}, then the
probability of the system is in state-i on a state-j in the previous observation is denoted by P;j and is called the probability of
the transition from state-i to state-j. Matrix P = [Pj] is called the Markov chain transition probability matrix. State space of
the Markov chain is usually expressed as a non-negative integer{0,1,2,.. }. The probability that Xi+; It is in state-j if known
X: it is in state-i then it is called the transition probability 1 steps, denoted by P The 1-step transition probability is
independent of the time variable n is called the stationary 1-step transition probability denoted by P;. For each s usually
the transition probability P;j can be written in the form of a transition matrix P:

0 1 ... s

0 Poo P01 POS
1P, P, - P,
pt|fe P P
S Pso Psl Pss

P = [Pjj] is called the transition probability matrix of a stationary process. If the number of states is finite, then the
transition probability matrix is square and is called the transition probability matrix of a homogeneous Markov chain. The
elements of the transition probability matrix satisfy:

P, >0 i,j=0,12,...

for

Zpii =1 ;
2. j=0 fOI' | :0, l, 2,...

’

The Chapman-Kolmogorov Equation

According to Ross (2007), the Chapman-Kolmogorov Equation provides a way to calculate the n-step displacement
probability (transition probability). Suppose Pij states the probability that the n-step transition of a process in state i will
be in state -j.

P! =P (X, =X, =), n>0;i,j>0
The Chapman-Kolmogorov equation is a tool for calculating the probability of an n-step transition:
I:’ijn: Xn+m:j‘xm=i}
= P{Xn+m:j'xm+1:k‘xm:i} (3)

P{Xm+1 :k‘ xm :i}P{Xn+m = j‘xm-v-i :klxm :|}

PO s =K| X =03 P{X 0 = [ X =K}
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It appears that Equation (3) is a product of two matrices. If P» mark matrix Pi]_" transition opportunities n- steps, then
Equation (3) state that:

pm =prb.p (€N
Steady State

The long-term behavior of a Markov process is characterized by its independence from initial state from the system. In this
case, the system is said to have reached a steady state. Steady state conditions are conditions at a certain period in which
the transition probability matrix has reached a steady state (equilibrium). If the transition probability matrix changes due
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to some changes on the part of the company or other reasons, then we must use a new transition probability matrix and
calculate a new equilibrium market share matrix (Siswanto, 2007).

According to Ross (2007), in a Markov chain with finite state space, at least one state is recurrent. Consequently, if state-
iis recurrent and i communicates with j, then state-j is also recurrent. As a result, all irreducible states in the Markov chain
with finite state space are recurrent. In addition, all recurrent states in a Markov chain with finite state space are positive
recurrent.For irreducible, positive recurrent and aperiodic Markov chains ( |im Pi_” exists and is independent of i),
7= lim P is the unique non-negative solution of , = Py j =0 when 3~ _,. Steady state conditions occur if
the Mﬁf‘kojv process lasts a long time, i.e. when ’Iim = n: 7;1. , when 7. f#5 the limiting probability distribution
= (71-1,7[2, T ) when ;> 0 for j=0,1,2,...,s &xd 7, =1.A Markov process is in state-j at time n, P{X, =i}
which if decomposed into: =

©

P{X, = 3= D P{X, = j,X, =i}
P{X, = i[X, =i} P{X, =i}

P! P{X, =i}

1]
tg g )

I
o

In general, for a regular transition probability matrix P, then there is convergence and the above equation becomes
Equation 5. Convergence means that for a long period of time (n — o0), The probability of obtaining a Markov chain is at
staten-jis T i regardless of the initial state that is when 0.

lim P{X, = j}=lim > P P{X, =i}
nN—ow n—ow i—0

=3 lim By P{X, =i} )
i;z P{X, =i}

=7, PLX, =i}

=7zj.7l

=

j
State Vector
According to Howard and Rorres (2005), state vector for an observation on a Markov chain having k state is a line vector w
where is componen-i, that is wi is the probability that the system is in state -i at the time. State on the Markov chain which
is written in the form of a vector called the state vector. The state vector for an observation on a Markov chain with w(t)
state is the row vector w. Can be written:
w= [W,W,,...,w]

If Pis a Markov chain transition matrix and w © is the state vector at the th observation -, so:

w (t+1) =Pw ) (6)

and in general:
wh—p w©®

W= P2 1 © =P yp®
w®—pP3 wO=Py®
w®_ pt g © =Py

From Equation 6, initial state vector w® and the transition matrix P will determine w ©

2. RESEARCH METHOD

This research was conducted on a generation of agricultural workers in Pasuruan Regency who are engaged in agriculture.
The location selection is purposive with the consideration that farming is one of the economic business units of the Pasuruan
Regency community, but it still hasn't shown positive developments that are better from year to year and even generations
tend to decline who switch to the industrial world.

Data was collected through interviews, direct observation/observation, and documentation. The data collected in this
study consisted of two kinds, namely primary data and secondary data. Primary data is data obtained through direct
interviews with generations of farmers based on a list of previously prepared questions. While secondary data which is
supporting research data obtained from institutions or agencies related to research.

The data collected in the data collection stage needs to be processed first. The goal is to simplify all data collected and
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presented in a good and neat arrangement for later analysis. Data processing is needed to translate the figures obtained,
then processed and analyzed using the Markov chain approach.

3. RESULTS AND DISCUSSION

Based on the questionnaires collected from the work of the Pasuruan district community as respondents that there are four
groups of types of work that are mostly carried out by agriculture, entrepreneurs, factory workers, and others. This research
involved 150 respondents with 3 missing data. In the first period of the study, 44 respondents chose to be farmers, 32
respondents chose to be entrepreneurs, 34 respondents chose to be factory workers, and 37 respondents chose to be other
workers (other than farmers, entrepreneurs, and factory workers). In the second period, it showed the following changes,
from farmer voters as much as 77% of farmer respondents still chose to become a farmer, 9% of farmer respondents wanted
to change jobs to become an entrepreneur, 11% of farmer respondents wanted to change jobs to become factory workers, and
3% of respondents farmers want to change jobs to other jobs (besides farmers, entrepreneurs, and factory workers).

Meanwhile, from the voters of entrepreneurial workers, 4% of entrepreneurial respondents wanted to change jobs to
become farmers, 73% of entrepreneurial respondents still chose to be an entrepreneur, 12% of entrepreneurial respondents
wanted to change jobs to become factory workers, and 11% of entrepreneurial respondents wanted to change jobs to other
jobs. (Besides farmers, entrepreneurs, and factory workers). Meanwhile, from the voters of factory workers as much as 14%
of factory workers respondents of entrepreneurial respondents want to change jobs to become farmers, 27% of
entrepreneurial factory workers respondents want to change jobs to become entrepreneurs, 53% of factory workers
respondents still choose to become factory workers, and 6% of factory worker respondents want to change jobs to other jobs
(besides farmers, entrepreneurs, and factory workers). Meanwhile, from the voters of other workers (besides farmers,
entrepreneurs, and factory workers) as many as 3% of other worker respondents want to change jobs to become farmers,
22% of other worker respondents want to change jobs to become entrepreneurs, 9% of other worker respondents want to
change jobs to become workers. factories, and 66% of other worker respondents still choose to become other workers (besides
farmers, entrepreneurs, and factory workers), as shown in Table 1.

Table 1. Transition matrix

Initial Farmer Entrepreneur Factory Employee Others
Farmer 0,30 0,77 0,09 0,11 0,03
Entrepreneur 0,22 0,04 0,73 0,12 0,11
Factory employee 0,23 0,14 0,27 0,53 0,06
Other 0,25 0,03 0,22 0,09 0,66

The results of the respondents were then entered in the POM software for windows 3 and the results were as shown in
Figure 2, where in period 2 and period 3 there was a change in each state where the agricultural sector experienced a
significant decline where in period 1 to period 2 it decreased by 16% and from period 2 to period 3 decreased by 11%.

(urttled) Soluton

State 1 State 2 State 3 State 4
End of Perind 1
Farmer N ] W1 03
Entreprensur o Kz} 12 W1
Factory employes REs 2T B3 J08
Other 3 22 S8 B85
End prob {given irutal) 28 p=li] 20 21
End of Period 2
Farmer Bl AT 16 J06
Entreprensur g el LT LB
Factory employes REl W37 ] W1
Other g A3 ,14 AT
End prob {given irutal) 26 JEB Bl Ja
End of Period 3
Farmer S0 W24 8 ]
Entreprensur 1 B2 8 18
Factory employes 21 40 25 L4
Other .10 i) 16 i)
End prob (given mugal) J26 AT BE] Ja

Figure 1. Multiplications
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4. CONCLUSION

The results of the respondents were then entered in the POM software for windows 3 and the results were as shown in
Figure 2, where in period 2 and period 3 there was a change in each state where the agricultural sector experienced a
significant decline where in period 1 to period 2 it decreased by 16% and from period 2 to period 3 decreased by 11%.
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